The National Consumer Law Center\textsuperscript{1} (NCLC) on behalf of its low-income clients, Americans for Financial Reform Education Fund (AFR)\textsuperscript{2} and Consumer Federation of America (CFA)\textsuperscript{3} respectfully submit the following comment in response to the Proposed Rule on \textit{HUD’s Implementation of the Fair Housing Act’s Disparate Impact Standard} issued by the U.S. Department of Housing and Urban Development (HUD). HUD’s Proposed Rule would severely weaken disparate impact liability under the Fair Housing Act and undermine robust enforcement of this important civil rights statute. The Disparate Impact Rule serves to remedy severe,
systemic discrimination that denies individuals access to credit, affordable housing, insurance and other services. In its current form, HUD’s disparate impact rule has been used effectively and consistently to challenge housing discrimination. The Proposed Rule upends this progress without justification and HUD should withdraw this Proposed Rule.

The Proposed Rule undermines enforcement of the Fair Housing Act and should be withdrawn.

The Fair Housing Act prohibits discrimination in the sale, rental or financing of dwellings and other housing-related activities on the basis of race, color, religion, national origin, sex, disability or familial status. HUD has long interpreted the Act to prohibit practices that have an unjustified discriminatory effect, regardless of intent, in keeping with the Act’s broad remedial mandate to combat and prevent segregation and discrimination in housing, and promote integrated and inclusive communities. HUD’s 2013 final rule “Implementation of the Fair Housing Act’s Discriminatory Effects Standard” and 2016 supplement (referred to collectively as the 2013 final rule), adopted the Act’s disparate impact standard, long-recognized by the agency and federal circuit courts.

HUD’s 2013 final rule is consistent with established case law and the Supreme Court’s holding in Texas Department of Housing and Community Affairs v. Inclusive Communities Project, Inc., (Inclusive Communities) which held that disparate impact claims are cognizable under the Fair Housing Act. The court in Inclusive Communities repeatedly referenced the current rule and highlighted without disagreement the rule’s burden shifting framework, especially in discussing limits on disparate impact liability. Lower court decisions recognized that the Supreme Court implicitly adopted the current rule’s framework. Changes to the current rule are not justified by the holding in Inclusive Communities. In fact the Proposed Rule would effectively undermine the Supreme Court’s strong prescription to unwind the vestiges of historic segregation still “intertwined with the country’s economic and social life.”

The Proposed Rule creates an insurmountable barrier to any consumer challenging discriminatory lending or housing practices. Our comments highlight aspects of the Proposed Rule that would make it difficult for victims of discrimination to bring viable discrimination claims; undermine the well-established business necessity defense; and shield algorithmic models from challenge for discriminatory outcomes under the Act.
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A. The pleading requirements in § 100.500 of the Proposed Rule would make disparate impact claims virtually impossible to litigate.

Under the 2013 final rule, the first step to bring a disparate impact claim is identification of a defendant’s policy or practice that causes a discriminatory effect. Plaintiffs must be able to point to a specific policy or practice and prove that it is the cause of the disparate impact. Once the plaintiff has identified the policy causing the disparate impact, the burden then shifts to the defendant to prove that “the challenged practice is necessary to achieve one or more substantial, legitimate nondiscriminatory interests.” It is only after a defendant has successfully proven that the policy advances a legitimate business interest that the burden shifts back to the plaintiff. A plaintiff may still prevail if the plaintiff is able to demonstrate that those substantial, legitimate nondiscriminatory interests “could be served by another practice that has a less discriminatory effect.” As mentioned above this three-part test is not only in the current disparate impact rule but is the test that courts have used for disparate impact cases for the past four decades and the test referenced by the Supreme Court in Inclusive Communities.

The first step of proving that a policy is causing a discriminatory effect is often a formidable challenge for victims of discrimination because they are usually not privy to a company’s internal policies and procedures. Defendants may argue that no such policy exists, or that the discriminatory effect can be linked to other factors. Without discovery, it is often not possible to know what is or is not a company policy or practice or how that policy is affecting particular groups when put in action. Likewise, in most instances, it is difficult for plaintiffs to know whether other people’s experiences with a financial institution or housing provider are similar or different from their own.

Bringing a successful disparate impact claim often takes significant amounts of data gathering, research and analysis to identify the patterns that demonstrate that a certain policy is causing a disproportionately adverse effect on a certain group. Nevertheless, plaintiffs use the resources they have to conduct their investigations and build their case. State and federal regulators uncovered problematic practices in the course of investigating and supervising the institutions under their jurisdiction, as the Department of Justice did when it found that Wells Fargo’s policies caused African-Americans to be charged higher origination and broker fees for mortgages. In individual cases plaintiffs and their advocates analyze publicly available data such as that available under the Home Mortgage Disclosure Act (HMDA) to document the disparities connected to a certain policy or practice and speak with other people in similar situations to compare experiences. In another mortgage lending discrimination case, HMDA data and borrower experiences revealed that both Latinx and African-American borrowers were being charged disproportionately higher interest rates than their white counterparts with similar credit risk because of a lender’s discretionary pricing policy. In other cases, plaintiffs collected data and conducted their own research to identify harmful policies. For example, a comparison of the
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upkeep for similarly situated bank-owned homes in white and minority neighborhoods demonstrated a disparate impact on those minority communities.\textsuperscript{16}

The three-part test is the foundation of disparate impact liability and should not be changed. The three-part test continues to provide an effective legal framework to challenge policies that may seem neutral but unfairly exclude certain groups of people or isolate particular communities in practice. By bringing disparate impact claims under the Fair Housing Act within this framework, plaintiffs have been able to confront harmful, inequitable, and unjustified policies that create unnecessary barriers to housing and unfair lending practices for over 40 years. The current disparate impact rule effectively prevents plaintiffs from bringing unsubstantiated claims and at the same time prevents defendants from escaping responsibility with hollow reasons for their policies. The three-part test is sufficiently robust and should not be changed.

HUD’s Proposed Rule threatens to dismantle this critical legal tool by making it nearly impossible for plaintiffs to meet their \textit{prima facie} burden, which will make it easier for landlords and lenders to discriminate without consequences. The Proposed Rule requires plaintiffs to allege with greater specificity a problematic policy and practice, such as identifying a single decision or a single element of a program at the beginning of a case when, as noted above, plaintiffs often have limited insight into the company’s decision-making process or internal practices. The Proposed Rule would require plaintiffs to plead five additional elements to prove that a specifically identifiable practice caused a discriminatory effect. Requiring plaintiffs to plead these five elements goes far beyond the Supreme Court’s decision in \textit{Inclusive Communities} and sets up virtually insurmountable barriers to challenging indirect discrimination.

The first added element is cause for the greatest alarm. HUD’s Proposed Rule would require a plaintiff to allege that “the challenged policy or practice is arbitrary, artificial and unnecessary to achieve a valid interest or legitimate objective.”\textsuperscript{17} This element significantly raises the burden from the current rule, which only requires the plaintiff to identify a specific policy or practice that has caused a discriminatory effect. At this early stage of the process of challenging a policy or practice, plaintiffs are unlikely to know what reasons or objectives the defendant will put forth to justify the policy or practice at issue to be able to address it. Under the Proposed Rule, the plaintiff would have to “allege facts sufficient to support a plausible allegation that that a policy is arbitrary, artificial, and unnecessary”\textsuperscript{18} to move forward, without knowing what the defendant will say and what discovery will reveal about the reality of the defendant’s policy as applied. The proposed rule would allow problematic policies that subject certain groups to indirect discrimination because they meet one of these criteria but not all three.

It is unfair to ask a plaintiff to have the kind of intimate knowledge or understanding of the defendant’s business practices to credibly allege that the defendant’s practice is arbitrary without the benefit of discovery. Plaintiffs cannot possibly predict all plausibly valid interests or legitimate objectives the defendant may be able to connect to the challenged policy and discredit them in order to move forward with a case. The first element of HUD’s Proposed Rule assigns plaintiffs a virtually impossible task to bring a disparate impact claim.

\textsuperscript{17} 84 Fed. Reg. 42858.
\textsuperscript{18} Id.
In addition to raising the plaintiff’s burden to an unattainable level, the first element in HUD’s Proposed Rule completely shifts the defendant’s current burden onto the plaintiff. Under the current disparate impact rule, it is not the plaintiff but the defendant who is required to prove that the challenged policy or practice advances a legitimate nondiscriminatory interest. HUD’s Proposed Rule drastically shifts the established framework and forces plaintiffs to ponder which of the defendant’s interests might be served by the policy in order to make an argument for why the policy is arbitrary, artificial or unnecessary. Further, only if the plaintiff is able to make the case that the defendant’s policy is arbitrary, artificial or unnecessary does the burden shift to the defendant to identify the valid interests behind its policy. This burden-shifting to the plaintiff is not consistent with the Supreme Court’s decision in Inclusive Communities and unnecessarily raises the burden for disparate impact claims.

The Proposed Rule’s first pleading requirement also lowers the bar for what is permissible for defendants, which will allow them to easily evade responsibility for discriminatory effects. Under the second prong of the current disparate impact rule, a policy must advance a substantial, legitimate nondiscriminatory interest. The Proposed Rule does not require proof that the policy is advancing a substantial interest, but simply a “valid interest” or “legitimate objective” for the policy. Neither “valid interest” nor “legitimate objective” is defined or limited in the Proposed Rule. Defendants could tie almost every policy they have to a legitimate objective since they likely had a reason for putting such a policy in place, even if the reason does not support a substantial interest.

By lowering the bar and shifting the burden onto the plaintiff for disproving the legitimacy of a defendant’s policy before a case can proceed, HUD’s proposed rule creates insurmountable hurdles for plaintiffs to bring a disparate impact claim. It will allow defendants to easily escape liability by making it impossible for plaintiffs to challenge policies. For example, disparate impact has been used to challenge the use of zip codes in insurance, which led to a disparate impact on borrowers of color, but this case likely would be unable to proceed under the Proposed Rule if the insurance company was able to provide a plausible explanation about predictiveness of zip codes to argue that the policy was not arbitrary or artificial, even if zip codes were not a good proxy for assessing risk and thus not a necessary policy.

Even if a plaintiff is somehow able to overcome the barriers and successfully plead the first element, the Proposed Rule would require pleading four more elements before the plaintiff could move forward with the case. The second element is a robust causal link between the challenged policy and discriminatory effect. The third element is an adverse effect on members of a protected class, which is consistent with both Fair Housing Act jurisprudence and Inclusive Communities. The fourth element is pleading that the policy causes a significant disparity. There is no significance requirement under the current disparate impact rule, and adding such a requirement is another hurdle for the plaintiff to overcome. Lastly, the proposed rule requires plaintiffs to prove that the plaintiff’s injury was directly caused by the challenged policy or practice.

Collectively, the Proposed Rule’s five elements work together to make it impossible for victims of discrimination to bring a viable disparate impact claim and provide defendants with multiple
opportunities to shield themselves from accountability for providing more expensive mortgage loans for people of color, forcing families with children to pay more money for housing, and shutting people out of housing with exclusionary zoning ordinances. The Proposed Rule undermines the Supreme Court’s decision in *Inclusive Communities* and allows defendants to easily escape liability for the discriminatory effects of their harmful policies.

**B. HUD’s proposed profit defense in § 100.500 is inconsistent with well-established disparate impact jurisprudence.**

In §100.500(b)(1), HUD has proposed to require plaintiffs, as part of their prima facie case, to state facts plausibly alleging that a challenged policy or practice is arbitrary, artificial and unnecessary to achieve a valid interest or legitimate objective such as a practical business, profit, policy consideration, or requirement of law. In §100.500(d)(1)(ii), HUD has proposed to allow defendants to rebut a plaintiff’s assertion by showing that the challenged policy or practice advances a valid interest and then requires the plaintiff to prove that a less discriminatory policy or practice would serve the defendant’s identified interest in an equally effective manner without imposing materially greater costs on, or creating other material burdens for the defendant. In these comments, HUD’s proposals in §100.500(b)(1) and (d)(1)(ii) are collectively referred to as the profit defense. HUD’s proposals are inconsistent with well-established disparate impact jurisprudence regarding business necessity and the concept of fair lending.

The business necessity defense can be traced to the U.S. Supreme Court decision in *Griggs v. Duke Power Company*, 401 U.S. 424, 91 S.Ct. 849 (1971). As later decisions of the Court began placing a greater burden on the plaintiff concerning business necessity, Congress responded by enacting the Civil Rights Act of 1991. In the 1991 Act, Congress unequivocally states that the defendant retains the burden of proving that a challenged practice constitutes a business necessity. Congress’ purpose in passing the 1991 Act was to return to the principles of *Griggs v. Duke Power Co.*, and *Albemarle Paper Co. v. Moody*, which articulated more generous standards for the plaintiff.

The 2013 final rule implementing the FHA discriminatory effects standard comports with existing case law on the burden of proof for business justification. The 2013 final rule does not use the phrase “business necessity,” because that language may not be easily understood in the context of government or nonprofit defendants. Instead, the regulation refers to “a legally sufficient justification” that exists when a challenged practice “is necessary to achieve one or
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more substantial, legitimate, nondiscriminatory interests.” The “substantial, legitimate, nondiscriminatory interest” standard “is equivalent to the ‘business necessity’ standard” and “is not to be interpreted as a more lenient standard.” The 2013 final rule further specifies that defendants bear the burden of proving that the practice is necessary to achieving a substantial, legitimate, and nondiscriminatory interest. HUD’s 2013 final rule emphasized that a challenged practice or policy interest must be nondiscriminatory in order to meet the legally sufficient justification standard. The 2013 final rule does not need to be changed.

In a disparate impact case, the creditor carries the burden of proving not only that its business justification is the reason it acted but that its business justification is a legitimate and necessary basis to evaluate credit risks. If the business justification is the real reason for the creditor’s actions, but the justification is not relevant to creditworthiness, then the plaintiff’s prima facie case of disparate impact will be sufficient for the plaintiff to prevail. Business necessity should relate to creditworthiness. Creditworthiness is the core concept in fair lending. As articulated by Representative Annunzio in 1975:

The essential concept of nondiscrimination in the extension of credit is that each individual has a right when he applies for credit, to be evaluated as an individual: to be evaluated on his individual creditworthiness, rather than based on some generalization or stereotype about people who are similar to him in race, color, national origin, religion, age, sex or marital status. Bias is not creditworthiness. Impression is not creditworthiness. An individual’s ability and willingness to repay an extension of credit is creditworthiness.

Courts have consistently limited the legitimate business justification defense to a lender’s use of variables and practices to ascertain creditworthiness. For example, in Miller v. Countrywide Bank NA, the court rejected an argument that “market forces” justified Countrywide’s discriminatory pricing policy, noting that subjective criteria, unrelated to creditworthiness,
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should play no part in determining a potential borrower’s eligibility for credit.\(^{31}\) While the pursuit of a reasonable profit is consistent with business necessity, policies or practices *unrelated to creditworthiness*, which allow creditors to extract supra-competitive revenues from protected classes of consumers merely because the creditor has the power to do so, is inconsistent with business necessity.

Proposed §100.500(d)(1)(ii) would allow defendants to rebut a plaintiff’s challenge to the discriminatory effects of its policies or practices by simply producing evidence showing that the policy or practice “advanced a valid interest.” In essence, HUD’s proposal signals to mortgage lenders nationwide that it is acceptable to pursue profits without considering the discriminatory effect it may cause to protected classes.

HUD’s proposed “profit defense” immunize policies and practices that create an unjustified discriminatory disparate impact, *but produce a profit*, from scrutiny. To say that policies or practices which generate a profit justify the discriminatory impact of those policies or practices on protected classes is antithetical to the concept of fair lending.

Additionally, HUD’s proposal would encourage lenders to pursue discriminatory discretionary pricing policies. On their face, lenders’ discretionary pricing policies may appear neutral and not discriminate against protected classes. However, cases brought by advocates and government enforcement actions have shown that these pricing policies have the effect of discriminating based upon a consumer’s membership in a protected class.\(^{32}\) For example, in Allen v. Decision One Mortgage Co.\(^{33}\), the plaintiffs alleged that private banks and lenders maintained a policy that had a discriminatory impact on African-American applicants because the policy allowed a discretionary surcharge of additional points and fees to an otherwise objective risk-based financing rate. In May 2010, the class members settled for $6.5 million, financial education, quarterly reporting, and loan restructuring for class members.\(^{34}\) In *Puello v. Citifinancial Services, Inc.*,\(^{35}\) plaintiffs alleged that Citifinancial Services and Citigroup’s lending practices had a discriminatory impact on minority applicants in their home financing policies and practices. In August 2012, the parties settled with Defendants paying compensation to class members who obtained their loans through mortgage brokers, housing counseling services for class members, a non-discretionary pricing policy, training, and class counsel’s attorney fees.\(^{36}\)
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There are many other examples of successful challenges to these types of discriminatory pricing policies in disparate impact cases brought against mortgage lenders by private attorneys, the Department of Justice, and several federal agencies. HUD’s proposed “profit defense” would embolden mortgage lenders to continue these discriminatory policies. HUD’s proposed “profit defense” is in direct conflict with forty years of disparate impact jurisprudence and must be rejected.

C. HUD’s Proposed Rule shields housing providers, lenders and other businesses using algorithmic models from liability and gives businesses a license to discriminate.

Discrimination flourishes in the dark. Landlords, creditors, appraisers and other housing-related businesses that use complex, opaque algorithmic models that have a discriminatory impact on protected classes would be shielded from liability under the Proposed Rule. These algorithmic models, which are proprietary and often closely guarded by the businesses that develop them, would escape public and regulatory scrutiny. HUD’s Proposed Rule is particularly problematic because it comes at a critical time when new technology is being adopted at a rapid pace in a variety of housing-related business to automate decisions that are consequential to consumers’ ability to obtain and retain housing on non-discriminatory terms.

HUD proposes three special defenses to aid defendants in avoiding liability for the discriminatory impact of their algorithmic models. First, the Proposed Rule protects defendants who provide the inputs used in the model and show that these inputs do not rely on factors that are substitutes or proxies for protected classes, and that the model is predictive of credit risk or other similar valid objective. Second, defendants avoid liability if the model was developed and distributed by a third party that determines industry standards. The third defense allows defendants to hire a qualified expert to analyze the model and show that it was empirically derived and statistically sound and accurately predicts risk or other valid objective.


This rule, if adopted, is a blueprint for algorithmic discrimination. It is unclear why HUD would propose this standard given its recent action against Facebook where its Charge of Discrimination cogently outlined how the company’s expert mining of vast quantities of user data, much of it seemingly neutral, had a discriminatory impact that denied consumers a meaningful opportunity to find housing. HUD in its proposal acknowledged that these models can produce discriminatory outputs, and that bringing disparate impact cases to challenge a model is very complex. Yet the agency chooses not to weigh in on the side of victims of discrimination but to limit disparate impact liability to allow businesses to make profit-driven decisions.

1. Data used by landlords, creditors and others to assess risk, creditworthiness or “other valid objective” has a potentially disparate impact on protected classes.

Landlords, lenders and other businesses are using new and increasingly sophisticated models to automate housing-related decisions. The models are incorporating a broad array of inputs from a mix of traditional and new sources. New forms of tenant screening, for example, may evaluate risk using an applicant’s credit rating, criminal history or social media accounts. Lenders are exploring alternative data sources and new analytical techniques to assess credit risk, especially for consumers who have a “thin file” or no file on record with a traditional consumer reporting agency. Leveraging new types of data and analytical techniques could potentially benefit consumers. However, serious concerns have arisen regarding the accuracy, relevance and predictability of the data sources used in these models and its potential to worsen existing disparities.

Alternative data – whether from conventional sources or Big Data – reflects historical biases that may be replicated in any automated credit decision or risk assessment. Much like the factors that drive the disparities in traditional credit scores, new sources of data reflect deeply ingrained structural inequalities in employment, education, housing and economic opportunity. Seemingly neutral variables when used alone or in combination can correlate with race, ethnicity and other prohibited factors. Learning algorithms, processing large volumes of information, will
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likely pick up subtle but statistically significant patterns that correlate with race and other
protected characteristics and replicate existing bias.44

HUD noted in its Charge of Discrimination that much of the data used to target Facebook users
was unwittingly provided through the actions of users, and those associated with them, on and
off of the platform.45 Such behavioral data enabled Facebook to classify users based on protected
characteristics and invited advertisers to discriminatorily target or exclude housing-related ads to
users based on these imputed protected traits. Commentators have noted that given enough data,
and the right data, almost any input can be correlated to a protected characteristic.46 In other
words many inputs, when recycled through powerful and sophisticated algorithms, can become
substitutes or proxies for protected classes.

While outcome depends on which data is used, how the data is used and whether it is accurate
and predictive, there are known patterns in many types of data being considered or in use today
to assess risk that can be mined to extract race, ethnicity or other protected characteristics. Three
such examples include:

- Utility Payment Information. Full file utility credit reporting is often promoted as a form
  of alternative data that will assist those with a thin file or no file build credit histories to
gain access to credit. Yet this type of data could adversely impact the credit scores of
consumers who take advantage of state provided shut-off protections, falling behind on
payments during winter or summer months, but catching up thereafter. These consumers
are more likely to be disabled, elderly or low-income. There are also racial variations on
who falls behind on payment and is disconnected from service. For example, 11.3% of
African-American headed households were shut off from electricity in 2009, in contrast
to 5.5% of white households.47

- Subprime credit. Payday loans and other forms of subprime credit are not reported on
  traditional credit reports. In fact using this form of credit might lower a credit score.
Research has found that payday lenders market heavily and set up businesses in
communities of color underserved by mainstream lenders.48 Payday lenders in California

44 See Moritz Hardt, How Big Data is Unfair, Understanding Unintended Sources of Unfairness in Data Driven
Decision Making, Sept. 2014; Andrew Selbst, A New HUD Rule Would Effectively Encourage Discrimination by
Algorithm, Slate, August 19, 2019.
45 HUD v. Facebook, Charge of Discrimination, FHEO No. 01-18-0323-8 at paragraph 12.
46 See Claire Miller, When Algorithms Discriminate, New York Times, July 9, 2015; Moritz Hardt, How Big Data is
Unfair, Understanding Unintended Sources of Unfairness in Data Driven Decision Making, Sept. 2014; Andrew
Selbst, A New HUD Rule Would Effectively Encourage Discrimination by Algorithm, Slate, August 19, 2019. See
also National Consumer Law Center, Big Data: A Big Disappointment for Scoring Consumer Credit Risk, at 18,
March 2014.
47 U.S. Energy Information Administration, 2009 Residential Energy Consumption Survey, Tabulated by National
Consumer Law Center.
48 Delvin Davis et al, Race Matters: The Concentration of Payday Lenders in African American Communities in
North Carolina, Center for Responsible Lending (March 2005); Assaf Oron, Easy Prey: Evidence for Race and
Military Related Targeting in the Distribution of Payday Loan Branches in Washington State, Department of
Statistics, University of Washington (March 2006).
were 2.4 times more likely to be concentrated in African-American and Latinx communities, even after controlling for income and other factors. \(^49\)

- Education or occupation. There are well documented disparities in education and occupation by race, ethnicity and gender. For example 40% of non-Hispanic whites and 51% of Asians are employed in management or professional positions, but only 30% of African Americans and 22% of Latinx are similarly employed. \(^50\) While 93% of whites graduate high school, only 67% of Latinx and 87% of African Americans do. \(^51\)

Any data used for credit decisions must comply with the requirements of the Equal Credit Opportunity Act (ECOA) and the Fair Credit Reporting Act, which at a minimum mandate that the data used be accurate and predictive of creditworthiness. \(^52\) Yet a report from NCLC on Big Data loan products revealed that the underlying information maintained on consumers and relied on by these companies was riddled with errors. \(^53\) The information was inaccurate and incomplete and primarily gathered without the consumer’s knowledge. There was no mechanism for consumers to dispute the accuracy of the information. In addition, unlike traditional credit scores, which also display racial disparities but under a business necessity analysis may be used to predict credit quality, with Big Data there is no definitive understanding of how data gathered from social media, online behavior, and by other means measures creditworthiness.

Mortgage lenders are leading the way on the use of algorithmic models to automate some or all of the loan process. New models have streamlined the application and underwriting process, including time-intensive tasks such as collecting documents, and analyzing and verifying information. \(^54\) The use of algorithms to solicit customers and underwrite and process the loan raises concerns regarding pricing discrimination, redlining and steering. One study noted that Fintech lenders reduced but did not erase discriminatory lending patterns, particularly with respect to the pricing of loans. \(^55\) Latinx and African-American borrowers paid 7.9 and 3.6 basis points more in interest for home purchase and refinance mortgages respectively because of discrimination. These magnitudes represent 11.5% of lenders’ average profit per loan. \(^56\) Other
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commentators expressed caution and noted that while “statistical models have the potential to increase consistency in decision making and to ensure that the results are empirically sound, depending on the data analyzed and the underlying assumptions, models may reflect and perpetuate existing social inequalities...[T]he fact that an algorithm is data driven does not ensure that it is fair or objective.”

In addition, a lending process that is partially automated leaves room for human input of data into the model that may be inaccurate, incomplete or purposefully omitted and this data may change the model’s calculation of risk and credit decision. Lenders may also overlay other terms or conditions. However, concerns about algorithmic discrimination extend beyond the underwriting process or credit decision itself to how the potential loan is marketed to consumers. Instead of being shown a wide array of competitively priced loans, certain consumers may be steered toward higher cost loans. An FTC study highlighted how advertisers were able to target people living in low-income neighborhoods with high-interest loans. HUD’s case against Facebook highlighted another form of targeting.

As algorithmic models evolve, and new sources of data are mined, more scrutiny is needed to ensure that these models do no replicate existing biases. Yet HUD’s Proposed Rule would insulate a wide variety of algorithmic models used to predict credit risk or for “other similar valid objective” from scrutiny when the model produces a discriminatory outcome. This lack of transparency is utterly contrary to other civil rights laws that govern credit decisions, such as the ECOA, which requires creditors to disclose and explain credit decisions. Lack of transparency allows larger patterns of discrimination to go unrecognized and unchallenged.

2. Industry creation or expert evaluation of undisclosed models will not deter housing discrimination.

Housing-related businesses and lenders are rapidly adopting emerging technology. Fannie Mae recently implored legacy lenders to “abandon rigid and inefficient platforms and processes in favor of cutting-edge automation and digitalization.” Given the rapid pace of innovation, and the dearth of research on the impact of these models, it is simply inappropriate for HUD to
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propose a standard that would shield businesses from the discriminatory effects of industry developed models.

Giving industry a safe harbor for a problematic model is a green light for an entire industry to adopt a discriminatory model. The industry may well adopt a model that maximizes profit rather than diminishes the possibility of bias, even though that is the less discriminatory alternative. In addition lenders and others would be incentivized to adopt off-the-shelf models developed by the industry rather than innovate better models that may be less discriminatory. As a practical matter it is unclear what type of organization would qualify to as an industry gatekeeper such that the model it developed would be adopted as the HUD-recognized standard. Indeed, several organizations may make a claim to developing the industry model that is shielded from liability. Rapid adoption of discriminatory technology by an entire industry would have a swift and devastating impact on housing opportunities for protected classes.

Rather than give clear, specific guidance on how these models can comply with the Fair Housing Act, HUD outsources its responsibility to the industry and third parties. Empirical models evolve. While the industry or an expert may certify that a model is empirically derived and statistically sound, as required under the Proposed Rule, a model so certified could be subsequently altered, or used in a manner for which it was not validated. Third party experts are unlikely to be retained beyond the initial evaluation. This Proposed Rule misses an important opportunity to encourage businesses to engage in ongoing evaluation of algorithmic outcomes and to pursue innovation and other strategies to debias problematic models.

Conclusion

The Disparate Impact Standard and HUD’s current disparate impact rule have been used to effectively challenge discriminatory practices for decades. The Proposed Rule would undermine enforcement of the Fair Housing Act and roll back progress made to dismantle housing and economic segregation. The existing rule should be preserved and the Proposed Rule should be withdrawn.
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